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Abstract— This paper presents a high-precision docking 
system enabling controlled motion of mobile robots and 
automatic guided vehicles in micrometer range. The developed 
system employs a low-cost, vehicle installed camera and a 
docking base with Quick Response (QR) codes in the form of a 
two-dimensional matrix. The docking base is free of active 
components, eliminating the need for maintenance, and 
minimizing manufacturing or installation costs. A robust 
localization algorithm is developed that provides real-time 
position feedback at 60 Hz with submillimeter accuracy. 
Redundancy is established by calculating the vehicle’s pose using 
multiple QR codes; thus, if one or more QR codes are damaged, 
the feedback stays unaffected. By design, the system is 
insusceptible to light variance. Using a prototype robotic 
platform, excellent mean absolute errors of 39 μm in position, 
and 8.8 millidegrees in orientation are achieved, providing 
experimental validation of the docking system. 

I. INTRODUCTION 

Autonomous docking is a challenging, yet mandatory 
procedure for automatic guided vehicles and autonomous 
mobile robots (hereafter referred to as “vehicles”), that allows 
the execution of precise manipulation, inspection, and 
recharging operations. Docking can be defined as the motion 
from an initial position/ orientation (pose) to a desired docking 
pose, while following a safe trajectory [1]. In the literature, 
two-stage motion has been commonly proposed in order to 
carry out the docking procedure. Initially, the vehicle moves, at 
a relatively high speed, towards the docking area (approximate 
docking), see Fig. 1. By the time the vehicle has approached the 
docking base the second stage (precision docking) takes place. 
This stage refers to the execution of precise motions to 
perfectly align the vehicle with its final target. In most cases, 
this procedure is attained with special purpose hardware, 
installed at the vehicle itself and/ or the docking base. In 
precision docking, a close-range high-precision localization 
system is established providing position feedback to the 
vehicle’s motion controller. 

The ability of a vehicle to dock precisely may simplify 
significantly and accelerate common procedures in factories, 
warehouses, distribution centers and even clinical environments 
[2]-[5]. For most applications, millimeter accuracy is adequate. 
However, in recent years, docking with submillimeter accuracy 
has become essential for material and air-cargo handling 
applications [6]-[7]. Nevertheless, docking has attracted less 
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interest by the research community as compared to other areas 
in mobile robotics [3]. Various approaches have been proposed, 
including but not limited to, the use of ultrasonic [8], laser [9], 
vision [5] and RFID [10] sensors. Multi-sensor fusion has, also, 
been suggested to reduce position uncertainty during 
autonomous mobile robot docking [11]. 

QR codes have been used as visual landmarks to guide 
vehicles in a passive docking base [12]; however, their use in 
the form of a two-dimensional matrix is limited to generic 
vehicle localization and path planning applications [13]-[14]. 
Zhang et al. showed experimentally that a positional error of 60 
mm could be achieved using ceiling-placed QR codes [13]. The 
algorithm discards valuable information in the case in which 
multiple QR codes are detected, whereas a high cost, calibrated 
industrial camera is required to compensate for the large 
vehicle-ceiling distance. 

Most docking systems achieve end accuracies up to a few 
millimeters and some hundreds of millidegrees. Only a few 
available solutions achieve submillimeter accuracy [6], [9], 
[15], which however, include complex designs relying on 
expensive hardware and/ or docking bases with active 
components that would require regular maintenance.  

 
Fig. 1. Two-stage motion (approximate, precision) during docking. 

In this work, a high-precision docking system is developed 
that uses QR codes installed at the docking base in the form of 
a two-dimensional matrix. The system is developed as part of 
an automated air-cargo handling procedure. No active 
components are included in the system’s docking base, 
eliminating the need for regular maintenance and minimizing 
manufacturing and installation cost. Furthermore, the small 
vertical distance between the vehicle and the docking base 
allows the use of low-cost image sensors such as the ones in 
desktop web cameras. A robust localization algorithm has been 
developed that provides real-time position feedback to the 
vehicle’s motion controller and adopts dynamically to 
variations in the distance between the camera and the docking 
base. The system exhibits redundancy since the vehicle’s pose 
is calculated based on multiple QR codes at a time and thus, if 
one or more QR codes are damaged the feedback stays 
unaffected. This feature, combined with 1-D median filtering, 
results in feedback of exceptional accuracy. Experiments 
validate the overall efficacy of the developed system and 
demonstrate a mean absolute pose error of 39 μm and 8.8 
millidegrees. 
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II. SYSTEM OVERVIEW 

A holonomic robotic platform (RP) was developed to simplify 
and accelerate air-cargo handling procedures [7]. The RP’s 
foremost goal is to load and lock the air-cargo containers, also 
called Unit Load Devices (ULDs), on predefined locations 
inside an aircraft’s Cargo Compartment (CC). Approximate 
docking is performed by following magnetic lines installed on 
the floor of the CC. Once the RP/ ULD have approached the 
locking position, the precision docking system takes over, 
accurately aligning the RP and the carried ULD with its locking 
pose. Next, a ULD integrated locking mechanism is activated, 
and four locking pins located at the corners of the ULD base 
are inserted safely into the corresponding holes. An overview 
of the key components is shown in Fig. 2. End accuracy better 
than 500 μm must be satisfied for each of the four locking pins 
simultaneously. This condition, combined with the substantial 
distance of 0.67 m between the locking pins and the RP’s 
geometrical center, increases tremendously the accuracy 
requirements of the particular docking procedure. 

In the developed system, the docking base consists of QR 
codes in the form of a two-dimensional matrix fixed at a 
predefined floor position. Each QR code contains its own 
coordinates in a Cartesian coordinate system (CS) defined by 
the grid shown in Fig. 3. The camera is placed at the RP’s 
center, directed downwards, and at a distance of 40 mm above 
the floor allowing the detection of approximately 6 QR codes 
in each captured image frame. 

 
Fig. 2. Application overview. The RP is moving towards the ULD. 

 
Fig. 3. Docking base QR codes, with side dimension d, fixed in the form of a 

two-dimensional matrix. Integrated QR coordinates are returned in cm. 

III. LOCALIZATION ALGORITHM 

Two coordinate systems are defined (Fig. 4). The first (CS-0) is 
defined by the docking base QR codes, while the second one 
(CS-1) is a robotic platform-fixed CS that coincides with the 
RP camera-fixed CS, since the camera is installed at the 
geometrical center of the RP. Let 0 0 T

r r r( , , )x y   be the RP’s 
pose with respect to CS-0. 

The goal of the developed localization algorithm is to 
estimate the RP’s pose using an image frame provided by its 
camera. The algorithm is summarized in six steps (Fig. 5), 
described next thoroughly. 

 
Fig. 4. Coordinate systems. The CS-0 is fixed on the docking base (defined by 

the QR codes) and the CS-1 on the RP (defined by its camera). 

 
Fig. 5. Steps composing the developed localization algorithm. 

Let n  be the total number of the QR codes that are read by 
the RP camera and decoded by the QR code detection library, 
as described in Section V. For the thi  i 1,..., n  QR code read, 
its self-contained coordinates in CS-0, 0 0 T

i i( , )x y  are returned. 
Also, the detection library returns the location 
1ĉ

ij
 (1x

ij
, 1 y

ij
)T , j 1,...,4  of its four corner points 

ij , j 1,2,3, 4C   expressed in pixel coordinates and referenced 
in CS-1, see Fig. 6. The thi  QR code center point, is denoted by 

iM . 

  
Fig. 6. The corner points returned by the QR code detection library. The center 

point Mi is shown also. 

As a first step in the calculation of the RP’s pose, the pixel-
to-meter ratio R  must be determined so that the pixel 
coordinates of a QR code (denoted by ^) can be accurately 
translated to cartesian coordinates referenced to CS-1. To this 
end, the vector 1

im̂  of the thi  QR code center point, iM , 
expressed in CS-1 pixel coordinates, is given by 

     1 1 1 1
i1 i

1
3 i1 i3

T

i ,  ,  i 1, , nˆ / 2 / 2x x y y   m K  

To minimize computation errors due to random image 
noise, the ratio is calculated based on the two most distant QR 
codes, i.e., 1 2i d ,d . Let d1M  and d1M  be their center points. 
Since their coordinates are referenced to CS-0 ( 2

0
i 1i d d, ,m ) 

and are already given by the detection library, R  can be 
calculated as follows: 

 1 2

1 2
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m m
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In the case where only one QR code is detected ( n 1 ), the 
ratio is calculated based on the coordinates of its corners 1ĉ

11
, 

1ĉ
12

 (see Fig. 6), and its known side dimension d : 

 1 1 1
11 12ˆ ˆR  d c c  

Now it is possible to transform coordinates expressed in 
pixel coordinates to length coordinates referenced to CS-1, by 
dividing their components with R .  

Next, the RP’s orientation in CS-0, r,i , as calculated using 
the corners of the thi  QR code (Fig. 7a) is 

 1 1 1 1 1 1
r,i i2 i1 i2 i1 i2 i1( ) 2( , )atan y y x x       c c  

Eq. (4) is repeated for all n  read QR codes, and the RP’s 
orientation referenced to CS-0 is obtained as, 

  r r,i , i 1, , nmedian     

To increase the accuracy, 1-D median filtering is employed 
in order to discard outliers caused by the uncalibrated camera 
and the random image noise. 

Assuming that the RP origin coordinates calculated based 
on the coordinates of the thi  QR code, 0x

r,i
 and 0 y

r,i
, are 

known, and using the estimate of 
r
 given by (5), one can set 

up the homogeneous transformation matrix, 0
1,iT , that translates 

position vectors from CS-1 to CS-0, 



0
r r r,i

0 0
1, r r r,ii

cos sin
sin cos

0 0 1

x
T y

 
 

 
    
 

 

Considering that 0 0 0 T
i i i( , ,1)x ym and 1 1 1 T

i i i( , ,1)x ym  
are the homogeneous position vectors of the thi  observed QR 
code center point, iM , referenced to CS-0 and CS-1 
respectively (Fig. 7b), using (6) we can write 



00 1 1
r r r,ii i i

0 0 1 0 1
i 1,i i r r r,i i

cos sin
sin cos

1 1 10 0 1

xx x x
y T y y y

 
 

      
                     

 

Solving (7) for 0
r,ix  and 0

r,iy , the following equations result 

 0 0 1 1
r,i i r i r icos sinx x x y     

 0 0 1 1
r,i i r i r icos siny y y x     

Using (8) and (9), 0
r,ix  and 0

r,iy  are calculated for all 
i 1, , n  . Then, using the median values, the RP’s position 
coordinates referenced to CS-0 are calculated as 

  0 0
r r,i , i 1, , nx median x    

  0 0
r r,i , i 1, , ny median y    

 
Fig. 7. (a) Calculation of RP’s orientation, and (b) position components. 

IV. MOTION CONTROL 

A prototype omnidirectional robotic platform using four 
mecanum wheels has been developed to validate the developed 
algorithm and test the precision docking system throughout its 
development (Fig. 8). During the docking procedure it is 
assumed that the RP moves with geometric center linear 
velocity T( , )x yv v v , angular velocity w , while the wheels 
rotate with speeds w

1
, w

2
, w

3
 and w

4
. 

 
Fig. 8. Schematic representation of the prototype RP. 

Considering the kinematic constraint involving point 
contact and rolling without slipping [16], the inverse 
kinematics sets the desired motor speeds according to 


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1 1 (a b)
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    
                         

 

where r  is the wheel radius, and a , b  are defined in Fig. 8.  
Position and orientation control of the RP is realized with 

the use of a nested control structure composed of two loops; the 
outer loop is used to control the RP’s pose while the inner loop 
maintains the desired wheel speeds (Fig. 9). The outer loop 
employs three independent PD controllers, running at 60 Hz 
and aiming at minimizing the RP’s position e

x
, e

y
 and 

orientation e  errors with respect to a targeted RP’s pose 
t t t( , , )x y  . Using position feedback provided by the 

localization system, see Fig. 9, the outer loop controller 
calculates the RP input linear * * * T( , )x yv v v  and angular *w  
velocities, according to 

  

  

  

where K
pi

, K
di

, i  x, y, , are proportional and derivative gains 
respectively. The gains were selected with a Ziegler–Nichols-
type method. Due to the RP’s symmetry, identical PD gains 
have been selected for v

x
*,v

y
* . 

The corresponding wheel speeds * * * *
1 2 3 4( , , , )w w w w  are 

derived using (12) and fed into the fast inner PID control loop 
which is running at 1 kHz on the motor drivers, with feedback 
provided by individual quadrature motor encoders. 

 
Fig. 9. Control of the prototype RP using a nested control structure. 



  

V. MECHATRONIC SYSTEM IMPLEMENTATION 

A. Hardware 

The RP’s body frame (Fig. 10) is constructed of aluminum 
profiles. Four 4" AndyMark HD mecanum wheels, have been 
mounted symmetrically at the RP’s corners; the wheels are 
specially designed to ensure that the distance between the 
wheel’s axis and the contact point stays constant during 
rotation. Four Maxon DC motors, paired with GT2 timing 
belts, provide up to 8 Nm of continuous torque per wheel. A 
bench power supply provides electrical power for the 
individual electrical and electronic components. Two SDC2160 
dual output motor controllers and two MGS1600GY magnetic 
guide sensors are attached to the RoboCAN network, a 
RoboteQ’s proprietary meshed networking scheme allowing 
multiple devices to operate together as a single system. Control 
commands are calculated at a desktop computer and sent to the 
RoboCAN network through a USB interface.  

 
Fig. 10. The Robotic Platform (RP), with 4 mecanum wheels and camera. 

The small height of the RP over the docking base allows the 
use of low-cost image sensors. Here, the Sony Eye Camera, 
integrating a low-cost high FPS image sensor, has been 
selected for the precision docking system. A mounting adapter 
has been designed and printed in-house to attach the camera at 
the center of the RP. The secure fixing of the camera, combined 
with the specially designed mecanum wheels, guarantee that 
the camera axis stays perpendicular to the floor throughout 
docking. To ensure stable video feedback rate of 60 Hz 
(1280x680 pixels) and minimize blur effect during motion, 
general-purpose LED lights are placed at its perimeter, (Fig. 
11a). Moreover, a 3D-printed spacer with thickness of 0.4 mm 
has been placed between the sensor and the lens module (Fig. 
11b) to adjust the focal point accordingly. A laser printer is 
used to print the docking base. The printer is fed with typical 
A4 plain paper and the printing resolution is set to 1200x1200 
dpi.  

           
   (a)    (b) 

Fig. 11. (a) Camera installation and general-purpose LEDs on the RP, (b) 
Camera focal point adjustment using 3D-printed spacer. 

B. Software 

The desktop computer runs Ubuntu 16.04.6 LTS (Xenial 
Xerus), a free and open-source Linux distribution based on 

Debian. Individual ROS nodes [17] have been developed to 
implement the motion controller (/control), read position 
feedback from the localization process (/rp_pose), and send 
velocity commands to the motor drivers (/robocan). More 
specifically, the “/control” node constantly calculates the 
angular velocities of the wheels at 60 Hz rate (limited by the 
camera’s feedback rate) and sends the control commands to the 
“/robocan” node. This is a dedicated ROS node that establishes 
data exchange between the “/control” node and the hardware 
components attached to the RoboCAN network. The 
“/robocan” node, in turn, is responsible for distributing the 
calculated angular velocities to the motor drivers. 
Communication between the “/control” and the “/robocan” 
nodes is based on request/ reply ROS services. 

The implementation of the localization algorithm is made in 
the JAVA programming language with the use of the BoofCV 
library [18], an open-source computer-vision library. BoofCV 
provides powerful and robust tools dedicated for QR code 
detection; the corners of a QR code are recognized and sent to 
the localization algorithm with sub-pixel resolution. ROS does 
not support the JAVA programming language and for this 
reason a separate ROS node “/rp_pose” has been developed to 
establish real-time communication between the ROS ecosystem 
and the Java Virtual Machine (JVM) that is constantly running 
the localization algorithm. This function is achieved through 
network sockets using the client–server programming model. 
An overview of the software’s architecture is shown in Fig. 12.  

 
Fig. 12. Architecture of the software running on the Desktop PC. 

VI. EXPERIMENTAL RESULTS 

A. Preliminary x-y Position Experiments 

Preliminary experiments have been conducted to support the 
development of the localization algorithm and provide valuable 
information regarding the technical specifications and 
limitations of the docking system overall. To run these 
experiments, the motion system of a desktop 3D printer was 
employed, see Fig. 13a, and a mounting adapter was designed 
and printed in-house to secure the camera on the printer’s end 
effector, see Fig. 13b.  

An overview of the 3D printer experimental setup is 
presented in Fig. 14. Real-time position feedback (x

p
, y

p
)  of 

the 3D printer is established using a modified version of the 
Marlin firmware [19]. The desired target trajectories are 
precomputed and saved in an external memory card. Two 
separate JAVA threads are running. The first receives position 
feedback from the 3D printer through a USB to RS232 
interface. The second one implements the localization 
algorithm and constantly calculates the camera’s pose with 
respect to the CS defined by the grid of QR codes. At the end 
of an experiment the position feedback and corresponding 
timestamps are saved. 



  

              
 (a)   (b) 

Fig. 13. (a) Camera installed on desktop 3D printer. (b) The mounting adapter 
developed in-house. 

 
Fig. 14. Experimental 3D printer setup for the preliminary experiments. 

Initially, a localization algorithm based on [13] was tried, 
where the camera’s pose was calculated using a single, and 
randomly selected QR code. However, trajectory tracking 
experiments employing the motion system of the 3D printer, 
revealed positional errors far exceeding the maximum 
allowable value. To this end, the localization algorithm was 
enhanced by calculating the camera’s pose based on every 
detected QR code and then applying 1-D median filtering to the 
estimated set of pose values. Therefore, steps 4 and 6 were 
introduced in the developed algorithm, see Fig. 5. These 
additions dramatically increased the resulting accuracy. 

To evaluate the performance of the developed algorithm, 
the 3D printer was commanded to perform a circle trajectory of 
1 mm radius. Position feedback (x

p
, y

p
)  and (x, y)  derived 

from the 3D printer and the localization algorithm, respectively, 
are shown in Fig. 15. Mean absolute errors of 49 μm on the x  
axis and 51 μm on the y axis, were observed. Furthermore, this 
experiment revealed that a total delay of 38 ms was expected to 
be introduced in the docking system, consisting of hardware 
(camera and USB2.0 interface) and software induced delays (8 
ms for the localization algorithm).  

 
Fig. 15. Position feedbacks while following a circle trajectory. 

B. Precision Docking Experiments 

The end accuracy achieved by the developed docking system 
was investigated through comprehensive precision docking 
experiments. To determine the RP’s position and orientation 
errors, the RP’s frame was modified appropriately to hold two 

needles, N
1
(c,c)  and N

2
(c,c) , Fig. 16. The needles were 

placed in diametrically opposing locations to correspond to the 
actual locations of a ULD’s locking pins. Two digital 
microscopes (DMs) embedding calibration slides of 100 μm 
pitch were employed to record position displacements of the 
needles. When both needle positions are within 500 μm of their 
target positions, precision docking is achieved. 

At first, the RP was manually placed approximately at the 
center of the docking base. Using feedback provided by the 
localization system, final adjustments were made to perfectly 
align the coordinate systems of the RP and the docking base. 
Then, fine adjustments were made to the placement of the DMs 
to ensure that the angle of each needle was 45 degrees with 
respect to the calibration slide grid lines. At this point, 
screenshots were captured from the DMs to save the initial 
location of the needles. 

 
Fig. 16. Location of the two needles attached to the RP’s frame. 

Next, the RP was manually transferred to a random position 
and orientation on the docking base and then commanded to 
move back to the initial position, attain this position for two 
seconds and stop, see Fig. 17. This last phase of the experiment 
was repeated for fifteen times and all error measurements were 
collected. At the end of each iteration, screenshots from the 
DMs were captured and compared with the initial screenshots 
to determine the error displacements of the needles; (e

x1
,e

y1
)  

for N
1
 and (e

x2
,e

y2
)  for N

2
, Fig. 18.  

 
Fig. 17. Overview of the experimental setup. Precision docking is realized. 

 
Fig. 18. Initial and final digital microscope screenshots to determine errors 

(e
x1

, e
y1

)  for N1. The needle angle with respect to the grid is 45 degrees. 

The RP’s geometrical center coincides with the midpoint of 
the line segment 1 2N N . Therefore, the final position errors of 
the RP geometric center (e

x
,e

y
)  and the angle error e  are 

calculated using the following equations:  



  

 e
x


(c ex1) (c ex2 )

2


ex1  ex2

2
 

 e
y


(c ey1) (c ey2 )

2


ey1  ey2

2
 

 0 0
1 23 / 4 ( )e   n n  

The position errors that were derived from the screenshots 
are shown in Fig. 19. Mean position errors (Euclidian distance 
from the initial position) of 124 μm and 99 μm were observed 
for N

1
 and N

2
 respectively. It is noted that a maximum 

displacement of 250 μm is demonstrated, i.e., half of the 
maximum value set (500 μm). The calculated position and 
orientation errors of the prototype RP are presented in Fig. 20. 
Mean absolute errors of 27 μm ( x axis), 25 μm ( y axis) and 39 
μm (Euclidian distance) were observed. Finally, regarding the 
RP’s orientation, the results demonstrate a mean absolute error 
of 8.8 millidegrees and a maximum absolute error of 17.9 
millidegrees. 

 
Fig. 19. Position errors of the two needles N1 and N2. 

 
Fig. 20. Absolute position and orientation errors of the RP at its geometrical 

center. 
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VIII. CONCLUSION 

The design and the implementation of a QR code-based high-
precision docking system was presented that can be used by 
mobile robots and automatic guided vehicles in factories, 
warehouses and distribution centers. A low-cost camera was 
employed combined with a passive docking base with QR 
codes in the form of a two-dimensional matrix. A robust 
algorithm which provides positional feedback to a mobile 
vehicle’s motion controller at 60 Hz while introducing 38 ms of 
delay was developed. Preliminary experiments based on a 3D 
printer’s motion system supported the development of the 
localization algorithm. Comprehensive docking experiments 
using a prototype omnidirectional robotic platform validated 
the system and demonstrated excellent submillimeter end 
accuracy, exceeding position and orientation requirements. The 
developed system can be used in any type of holonomic mobile 

vehicle incorporating a single-board computer. Adaptation in 
non-holonomic vehicles is feasible, provided that a larger 
docking base is employed to allow maneuvers. Τhe proposed 
system can be integrated easily in current material and cargo 
handling applications, as it uses low-cost elements and requires 
minimal maintenance due to the absence of active components 
in the docking base. 
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