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ABSTRACT
Transpose Jacobian control is one of the simplest algo-
rithms used in manipulator control. However, since it is
not dynamics-based, poor performance may occur in ap-
plications where high speed tracking is required. Use of
high gains also worsens performance, especially in the
presence of noise. In addition, lack of a systematic gain se-
lection makes it difficult to apply. In this paper a Modified
Transpose Jacobian algorithm is presented and applied to
control of space free-flyers. This new algorithm employs
stored data of the control command in the previous time
step, resulting in improved performance. The gains of the
modified algorithm do not need to be large, hence the noise
rejection characteristics of the algorithm are improved.
Stability analysis, based on Lyapunov's theorems, shows
that both the standard and the Modified Transpose Jacobian
algorithms are asymptotically stable. Simula-tions of both
terrestrial and space applications show that tracking
performance of this new algorithm is comparable to that of
computed torque algorithms, although it does not require a
priori knowledge of plant dynamics.

I. INTRODUCTION
The problem of controlling mechanical manipulators is
challenging because of the strong nonlinearities and time
dependencies in the equations of motion. Different algo-
rithms have been suggested since the early research in
robotic systems [1-3]. Transpose Jacobian (TJ) control is a
computationally simple algorithm which has been arrived at
intuitively [4]. The task error vector and its rate, both
multiplied by relatively high gains, and by the Jacobian
transpose matrix, result in commands that push the end-
effector in a direction which tends to reduce the tracking
error. In the case of using an approximate Jacobian, it has
been shown that the damping matrix and the position gain
matrix play an important role in the stability condition [5].

An extended Jacobian transpose control algorithm has
been developed to coordinate motion control of a single
manipulator mounted on a spacecraft [6]. The performance
of this simple algorithm in coordinated motion control of
multiple arm free-flyers has been compared to those of
different model-based algorithms [7]. The comparison
shows that the TJ algorithm can be efficiently employed in

the control of highly nonlinear and complex systems, with
many Degrees-of-Freedom (DOF). This result motivates
further work on this algorithm, aiming at overcoming the
lack of information about the system dynamics which
causes poor performance in tracking fast trajectories.

This paper presents the Modified Transpose Jacobian
(MTJ) control which yields an improved performance over
the standard algorithm, by employing stored data of the pre-
vious time step control command. The MTJ algorithm is
based on an approximation of feedback linearization
methods, with no need to a priori knowledge of the plant
dynamics terms. Its performance is comparable to that of
model-based algorithms, but requires reduced computational
burden. Therefore, it can be used in the control of multi-
DOF space robots where computational power is limited. In
the following, first the MTJ control law is derived, then the
stability of this algorithm is analyzed. Simulation results
are presented which compare the performance of the MTJ to
that of the TJ and Model-Based algorithms in both
terrestrial and space applications.

II. MTJ CONTROL LAW
Using the expressions for the kinetic and potential energy,
and applying LagrangeÕs equations for a robotic system, the
dynamics model can be obtained as follows [8]

H q q C q q Q( ) ÇÇ ( , Ç)+ = (1)

where q is the vector of generalized coordinates, C contains
all nonlinear velocity and gravity terms, and Q is the vector
of generalized forces. Gravity terms are practically zero in
microgravity environments, and therefore can be neglected
in the design of control laws for space robots. In terrestrial
applications, these terms may cause static positioning
errors in control, and in such case, they must be
compensated separately. Therefore, in this paper, the C
vector contains nonlinear velocity terms, only.

The output velocities ÃÇq  are obtained from the
generalized velocities Çq  using a Jacobian matrix, J Ãq , as

ÃÇ ( ) ÇÃq J q q= q (2)

Assuming that J Ãq  is square and non-singular, Eq. (1) can
be written in terms of the output variables as follows

Ã( ) ÃÇÇ Ã( , Ç) ÃH q q C q q Q+ = (3a)
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where
Ã , Ã Ã Ç Ç, ÃÃ Ã Ã Ã ÃH J H J C J C H J q Q J Q= = − =− − − −

q
T

q q
T1

q
T

q (3b)

To control such a system, a model-based, (Computed
Torque), control law such as

Q J Hu C= +Ã{
Ã Ã}q

T (4)

can be applied, where u is an auxiliary control signal. A
usual assumption associated with this control law is that
the system geometric and mass properties are known. This
control law linearizes and decouples the system equations to
a set of second order differential equations

ÃÇÇq u= (5)
If u is computed such that

u K e K e q= + +p d desÇ ÃÇÇ (6)

where K p , and Kd  are positive definite gain matrices, and
e is the tracking error defined as

e q q= −Ã Ãdes (7)

then, the control law given by Eq. (4) guarantees
asymptotic convergence of the tracking error e .
Implementing this algorithm, in addition to a priori
knowledge of the system properties, requires computational
power which may not be available.

If high enough gains are used, the simple Transpose
Jacobian (TJ) controller can be employed [4]

Q J K e K e= +Ã{ Ç}q
T

p d (8)

The action of this controller can be understood by
imagining generalized springs and dampers, along the
variables under control, connected between the
corresponding body and the desired trajectories; the stiffer
the gains are, the better the tracking should be. An
advantage of this algorithm is that if a physical singularity
is encountered, the controller given by Eq. (8) may result in
errors but will not fail computationally. Clearly, if ÃQ  is
substituted into Eq. (3a), using Eqs. (3b) and (8), it can be
seen that the error is not guaranteed to converge to zero.

To achieve both precision and simplicity, the TJ control
law defined by Eq. (8) is modified, to approximate a
feedback linearization solution, as

Q J K e K e h= + +Ã{ Ç ( )}q
T

d p t (9)

where h(t) is to be determined such that an approximately
linearized error dynamics is achieved. Substitution of Eq.
(9) into Eq. (3a), and using Eqs. (3b) yields

K e K e Hq C hd p tÇ Ã ÃÇÇ Ã ( )+ = + − (10)
or equivalently

K e K e Q hd p tÇ Ã ( )+ = − (11)

It can be seen that if the right hand side (RHS) of Eq. (10),
becomes equal to zero, then the goal of this modification is
met, and the algorithm works like a model-based algorithm,
although its implementation is simpler. Note that inclusion
of ÇÇe , second derivative of error, in Eq. (9), i.e.

Q J e K e K e h= + + +Ã{ÇÇ Ç ( )}q
T

d p t (12a)

yields

ÇÇ Ç Ã ÃÇÇ Ã ( )e K e K e Hq C h+ + = + −d p t (12b)

which can result in improved performance. However,
inclusion of this signal requires acceleration measurements
or an estimator, and may be difficult to obtain in practice.

To make the RHS of Eq. (10) be close to zero, Eq. (11)
suggests that a good approximation is to take h(t) equal to
ÃQ  at a previous small time step,   

ÃQ t t−D . But, since the
inclusion of this term may result in high joint torque
requirements (when relatively high e  or Çe  are imposed as
disturbances), the following form is used

h Q( ) Ãt k t t= −∆ (13)

where the regulating factor, k , is defined as

k
when or

when
=

≥ ≥

< <
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& Ç Ç
(14)

where   e and   Çe represent sensitivity thresholds. Note that
factor k is initially taken equal to zero, resulting in a TJ
control law at the first time step. To simplify the on-off
switch for factor k, the following expression can be used

k
e e

= − +exp( (
Ç

Ç
))

max max

e e
(15a)

where emax , and ú e max  are positive real numbers which
correspond to another representation of the sensitivity
threshold. Note that relatively low values for sensitivity
thresholds, would make the algorithm work like the
standard TJ control law. In practice, K p  and Kd  can be
chosen as diagonal matrices, and so can be selected the
regulating factor. Then, factor k in Eq. (13) should be
replaced by a diagonal matrix K with elements defined as

k
e eii

i i

= − +exp( (
Ç

Ç
))

max max

e ei i (15b)

Including the rate of error in Eq. (15) introduces a sense of
anticipation. Similarly, one can include the second rate of
error, if available. However, this makes the algorithm more
sensitive, and therefore sharp variations of actuator
forces/torques may result.

Application of the MTJ algorithm

Q J K e K e Q= + + −Ã{ Ç Ã }q
T

d p t tk ∆ (16)

with proper selection of the sensitivity thresholds, so that
the modifying term is activated (i. e. k ≈ 1.0 ), and small
time steps, results in the following error equation

k e k edi i pi iÇ + ≅ 0 (17)

where diagonal gain matrices, K p , and Kd , have been
used. Therefore, using Eq. (17), the control gains can be se-
lected in a systematic manner, where their ratio determines
error time constant, and their magnitude determines the
magnitude of the control command.
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Considering Eqs. (4), (8), and (16) a comparison
between the algorithms, in terms of the required
computational operations, is depicted in Table I. It is
assumed that the inverse of the Jacobian matrix and its time
derivative, which are required for implementing the MB
algorithm, are available symbolically and hence
computations involving these inversions are not counted.
Nevertheless, the required computational effort reveals the
efficiency of the TJ and the MTJ algorithms.

Table I: Required computational operations.

Algorithm Multiplication Additions
TJ 3 N2 3 N2 -  2 N

MTJ 3 N2+ 2 3 N2 -  N+ 1
MB 2 N3 + 7 N2 2 N3 + 5 N2 - 4 N

III. STABILITY ANALYSIS
To investigate the stability of MTJ algorithm at the origin,
i.e. Ã , ÃÇq q 0des des ≡ , the following positive definite function

V T T
p( Ã, ÃÇ) ( ÃÇ Ã ÃÇ Ã Ã)q q q H q q K q= +

1

2
(18)

is introduced as a candidate for Lyapunov function, where
the first term represents the kinetic energy of the
manipulator and the second one denotes an artificial
potential energy. Differentiation of Eq. (18) leads to

Ç( Ã, ÃÇ) ÃÇ Ã ÃÇ ÃV T T
pq q q Q q K q= + (19)

where the fact that rate of kinetic energy in a mechanical
system is equal to the power provided by the external
forces, has been employed. Substituting Eq. (16) into Eq.
(3b) and the result into Eq. (19), for Ã , ÃÇq q 0des des ≡ , yields

Ç ÃÇ ÃÇ ÃÇ ÃV kT
d

T
t t

= − +
−

q K q q Q
∆

(20)

or at t tn=
Ç ÃÇ ÃÇ ÃÇ ÃV kn n

T
d n n

T
n n= − + −q K q q Q 1 (21)

For guaranteed Lyapunov stability, it must be shown that
ÇV  is a negative semi-definite function. To do so, a

"mathematical induction" approach is followed, and
therefore the proof includes two parts: n=1, and n>1.

Part (a). For n=1, k  is equal to zero. So
Ç ÃÇ ÃÇV T

d1 1 1= −q K q (22)

which vanishes when ( Ã , ÃÇ )q q 01 1
T T = , and ÇV1 ≤ 0.0 for

( Ã , ÃÇ )q q 01 1
T T ≠ . Therefore, ÇV1 is negative semi-definite.

Part (b). Assuming that ÇVn  is a negative semi-definite
function, it must be shown that ÇVn+1 is a negative semi-
definite function. Eq. (21) can be written at t tn= +1  as

Ç ÃÇ ÃÇ ÃÇ ÃV kn n
T

d n n
T

n n+ + + + += − +1 1 1 1 1q K q q Q (23a)

or
Ç ÃÇ ÃÇ

ÃÇ Ã ÃÇ Ã

V

k k

n n
T

d n

n
T

n p n d n n n

+ + +

+ + −






= − +

− − +
1 1 1

1 1 1

q K q

q K q K q Q
(23b)

where
ÃÇ ÃÇ ÃÇÇ ( )q q q

n n n n n
t t

+ + +
= + +

1 1 1

2∆ Ο ∆ (24)

Note that ÇVn+1 vanishes when ( Ã , ÃÇ )q q 0n
T

n
T

+ + =1 1 . It must
then be shown that ÇVn+ ≤1 0.0  for ( Ã , ÃÇ )q q 0n

T
n
T

+ + ≠1 1 .
Substituting Eq. (24) into Eq. (23b), and taking Eq. (21)
into consideration, yields

  

Ç Ç ÃÇ ÃÇ ÃÇ Ã ÃÇÇ

Ã Ã Ã

ÃÇ ÃÇ

V k V k

k k k k k k

k k k

n n n n
T

d n n n
T

p n

p n n n n n n n

d n n n n n

tn n
T

+ + + + +

+ + − +

+ +

= − −
+ + +( ){ +

+

− +1 1 1 1 1

1 1 1 1 2 1

1 1

1q K q q K q q

K q q q

K q q

∆
L L

−− +

+

+ +( ) }
+

1 1 2 1

1

2

L Lk k k

t

n n

n

ÃÇ

( )

q

Ο ∆ (25)

Neglecting higher order terms, noting that ki  is a positive
real number, and ÇVn  is a negative semi-definite function,
Eq. (25) shows that ÇVn+1 will be negative semi-definite if

  

k t

k k k k k k

k k k k k k

n n
T

p n n n
T

p n n n n n n n

d n n n n n n n

n
T

+ +

+ + − +

+ + − +

+

+
+ + +( ){ +

+ + +( ) }
−≥

1 1

1 1 1 1 2 1

1 1 1 1 2 1

1

ÃÇ Ã ÃÇÇ

Ã Ã Ã

ÃÇ ÃÇ ÃÇ

ÃÇ

q K q q

K q q q

K q q q

q

∆
L L

L L

KK qd n
ÃÇ

+
≥

1
for n 1

(26)

Using Eq. (3), ÃÇÇqn  is written as

ÃÇÇ Ã ( Ã Ã )q H Q Cn n n n= −−1 (27)

which after substitution for ÃQn , results in

  

ÃÇÇ Ã Ã Ã Ã

ÃÇ ÃÇ ÃÇ Ã

q H K q q q

K q q q C

n n p n n n n

d n n n n

k k k

k k k n

= − + + +( ){ +

+ + +( ) + }
−

−

−

1
1 2 1

1 2 1

L L

L L
(28)

Now, substituting Eq. (28) into (26), yields the sufficient
condition for making ÇVn+1 be negative semi-definite as

k k tn n
T

p n n n p d n

T

n

p d n
T

d n

+ + + ∗ ∗
−

∗ ∗ + +

− + +( )
+( ) − ≥≥

1 1 1
1

1 1

ÃÇ Ã Ã ÃÇ Ã Ã

Ã ÃÇ ÃÇ ÃÇ

q K q K q K q C H

K q K q q K q

∆

for  n 1
(29)

where

  
Ã Ã Ã Ãq q q q∗ −= + + +n n n nk k k1 2 1L L (30a)

  
ÃÇ ÃÇ ÃÇ ÃÇq q q q∗ −= + + +n n n nk k k1 2 1L L (30b)

In Eq. (29), the Right-Hand-Side (RHS) is always negative
(for ÃÇq 0n+ ≠1 , otherwise ÇVn+1 vanishes, see Eq. (23a)), and
its magnitude can be increased by selecting large damping
gains, Kd . For ki = 0 0. , which characterizes the standard
TJ algorithm, the LHS = 0 0.  and the condition is
automatically satisfied. For ki ≠ 0 0. , if LHS ≥ 0 0.  then
satisfaction of the condition is guaranteed. To satisfy this
condition, when LHS < 0 0. , the LHS  has to be smaller
than the RHS . But, since ∆ti  is a positive number, and
K p  is positive definite, choosing small values for these
quantities results in smaller values for the LHS . So, by
selecting small time steps ( ∆ti ), and lower gains K p
compared to gains Kd , the LHS  can be made smaller than
the RHS  in a defined region, resulting in satisfaction of
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the condition. So, Eq. (29) introduces a criterion for
choosing gains and time steps.

Therefore, based on the above induction approach, ÇV  is
a negative semi-definite function. According to Lyapunov's
theorem for local stability, [9], this completes the proof for
stability of the MTJ algorithm at the origin. Using Eqs.
(10), (11), and (19), and diagonal gain matrices, it can be
shown that ÇV  vanishes only at the origin, provided that
k t K Kp dj j

∆ / < 2 . Then, it can be concluded that ÇV  is a
negative definite function, and the stability is asymptotic.
Then, since V( Ã, ÃÇ)q q → ∞  as {Ã , ÃÇ }q qT T → ∞ , according to
Lyapunov's theorem for global stability, [9], the algorithm
is globally asymptotically stable.

IV. SIMULATION RESULTS
In this section the performance of the MTJ control, as
given by Eq. (16), is evaluated by simulation, and compared
to the standard TJ, Eq. (8), and model-based algorithms,
Eq.Ê(4). First, to focus on algorithmic aspects, a simple 2-
link planar manipulator is considered, see Fig. 1. Then, the
new MTJ algorithm is applied to coordinated motion
control of a 14-DOF space free-flyer.

Example 1. Two-link planar manipulator. For
the manipulator depicted in Fig. 1 the link lengths are
l l m1 2 1= =  and the task is tracking a trajectory defined as

x l l t t

y l l t t

des

des

= + + +

= + + +
1
2

2
2

1
2

2
2

4 0 1 5

4 0 1 5

cos( / ) . sin( )

sin( / ) . sin( )

ω π ω

ω π ω
(31)

and shown in Fig. 1 (b). The mass properties of the system
are m kg1 4 0= . , I kg m1

20 333= . . , m kg2 3 0= . , and
I kg m2

20 30= . . . The initial conditions for joint angles and
derivatives, ( q1 0( ) , q2 0( ) , Ç ( )q1 0 , Ç ( )q2 0 ), are (0.03, π / 2 ,
1.5, -1.0) which introduce some initial errors.

2
l

2
, m

1l
1

, m

x

y

-1.5

- 1

-0.5

0

0.5

1

1.5

- 2 -1.5 - 1 -0.5 0 0.5 1 1.5 2

y
 (

m
)

x (m)

(a) (b)
Fig. 1: (a) The manipulator, (b) Desired path.

The sensitivity thresholds for the MTJ algorithm are
chosen large so that k ≈ 1 0.  throughout the response. The
size of the time step ∆tn  is held constant, and equal to 10.0
msec. To establish a fair comparison, the gains for the
algorithms under comparison are selected such that the peak
of the required joint torques are approximately equal.

The performance of TJ and MTJ algorithms, in terms of
the end-point error in a low-speed tracking task, is compared
in Fig. 2. For the MTJ algorithm Kp = diag(30, 30), Kd =
diag(60, 60), while for the TJ the gains are twice of these

values. It can be seen that both algorithms yield fairly same
results in a low-speed tracking task where w in Eqs. (31) is
equal to 0.05 rad/s. However, errors for the standard TJ
algorithm may drastically grow from their initial values,
e.g. e(y) in Fig.Ê2 (a), and also may never converge to zero.
Fig. 3 shows the end-point tracking error in a high-speed
tracking, where w = 2.0 rad/s. As shown in this figure, the
MTJ law yields much smaller tracking errors.
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Fig. 2: Tracking errors for low-speed task,

(a)ÊTJ, (b) MTJ algorithm.
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Fig. 3: Tracking errors for high-speed task,

(a)ÊTJ, (b) MTJ algorithm.
It is expected that by selecting very high gains, the

performance of the TJ algorithm can be improved. To
investigate this possibility, the previous gain values for the
MTJ are used, while for the TJ fairly high gains are
selected, see Table II. Besides, the task speed is reduced to
w=1.0 rad/s. Here, two cases of model-based (MB)
algorithms are also considered. The first is a perfect MB
algorithm, while in the second one the mass properties of
the dynamics model in the controller are perturbed by a 10%
with respect to the true values. Note that the selected gains
assure that the peaks of joint torques for all four algorithms
are about the same. It is seen that the resulting tracking
errors of the MTJ are still about five times smaller than the
ones of the standard TJ, and even better than the ones of the
perturbed MB algorithm, see Fig. 4. Note that the total
energy consumption of each algorithm for performing this
task, given by the time integral of τ τ1 1 2 2Ç Çq q+ , is almost
the same, i. e. (a) 153, (b) 156, (c) 153, and (d) 154 Joule.

Table II: Selected gains, Example 1.

Algorithm Kp Kd

TJ diag(150, 150) diag(300, 300)
MTJ diag(30, 30) diag(60, 60)

MB, case 1 diag(8, 8) diag(4, 4)

MB, case 2 diag(30, 30) diag(60, 60)
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Example 2. Space free-flying robotic system.
The new MTJ algorithm is now applied to the coordinated
motion control of a space free-flying robotic system, and
the results are compared to those of the standard TJ and
model-based (MB) algorithms. The system is a 14-DOF
space free-flyer as described in [10], see Fig. 5. The task is
capturing a moving object based on the planned trajectories.
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Fig. 4: Tracking errors, (a) TJ, (b) MTJ,

(c)ÊMB, case 1, (d) MB, case 2.

Fig. 5: The space free-flyer, Example 2.

To include the effects of model uncertainties in the MB
law, the mass properties of the model used in the control
algorithm are perturbed with respect to the true parameters
by 5%. Table III shows the gains used for alternative
controllers. The size of the time step, ∆tn  for the MTJ
implementation, is held constant and equal to 10.0 msec.
The sensitivity thresholds for the MTJ controllers, to be
substituted into Eq. (15b), are emax  = (1e-2,1e-2,1e-2,1e-
2,1e-2,1e-2,1e-1,...,1e-1)T, and Çmaxe  = (1e-1,1e-1,1e-1,1e-
1,1e-1,1e-1,1.0,... , 1.0)T.

Figure 6 shows tracking errors for the first end-effector
which can be considered as typical errors in controlling
variables. For the TJ algorithm, these errors are much
higher (almost 50 times higher than those of the MTJ),
especially at the beginning when the system is accelerating.
As discussed before, this is because the TJ algorithm is

does not include information about the dynamics of the
system. However, it is seen that the error for the MTJ
algorithm remains very small, throughout the maneuver.
Note that when the object enters the manipulator fixed-base
workspace, and the manipulators start moving ( t 58 sec≈ ),
tracking errors appear due to the dynamic coupling and also
due to the transition phase from joint-space to task-space
control. These errors eventually vanish, in all three
algorithms.

Table III: Selected gains, Example 2.

Algorithm Kp Kd

TJ diag(300,300,300,
200,...,200,100,
100)

diag(600,600,600,
400,...,400,200,
200)

MB, MTJ diag(150,...,150,
50,50)

diag(300,...,300,
100,100)
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Fig. 6: Tracking position errors for the first

end-effector, (a) TJ, (b) MB, (c) MTJ.

Figure 7 shows the applied control forces/torques on the
spacecraft. Comparison of the spacecraft thruster forces,
shows that the peak of the required forces is about the same
for the TJ and MB algorithms, while in the case of MTJ it
reaches the actuator saturation limits. The profiles of
thruster forces, in most parts of the maneuver, is staircase
for the MB while for the TJ algorithm, it is a smooth
approximation of those profiles. For the MTJ algorithms,
the profile is similar to the one of the TJ, at the beginning,
and to that of the MB, at the end. This means that the value
of the regulating factor which corresponds to the position
error of spacecraft center of mass, is close to zero at the
beginning, and almost equal to one at the end.

As shown in Figure 7, in all three algorithms the
applied torques on the spacecraft, result in reaching actuator
saturation limits of the first torque component, in
attempting to compensate for the disturbances caused by
manipulator motions (starting at t 58 sec≈ ). The applied
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actuator joint torques for the manipulators, not shown here,
have a profile similar to those applied on the spacecraft.
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Fig. 7: Thruster forces (left) and applied

torques on the spacecraft (right), (a) TJ,
(b) MB, (c) MTJ.

In practice, noise will corrupt any available feedback.
Therefore, one should examine the noise rejection
capabilities of all algorithms, and especially of those that
rely on high gains. It was shown by simulation, see [10],
that the required torques for the MTJ algorithm are almost
as smooth as for a perfect MB control. On the contrary, for
the TJ algorithm higher gains are required for better
tracking, which lead to poor noise rejection characteristics.
The substantially reduced computational requirements
compared to the MB, and the good tracking and noise
rejection performance characteristics in comparison with the
TJ, suggest that the MTJ algorithm is a good candidate in
the control of multiple manipulator space free-flying
robotic systems.

V. CONCLUSIONS
This paper presented the Modified Transpose Jacobian
(MTJ) algorithm and its application to coordinated motion
control of space free-flyers. The MTJ approximates a
feedback linearization solution with no need of a priori
knowledge of the plant dynamics. Stability analysis, based
on Lyapunov theorems, shows that both the standard and
the MTJ algorithms are globally asymptotically stable. It
was shown by simulation that the performance of the MTJ
controller in both terrestrial and space applications is
comparable to that of Model-Based algorithms, with the

advantage that less computational power is needed. Unlike
the standard Transpose Jacobian, this algorithm works well
in high speed tasks without requiring the use of high gains.
The substantially reduced computational requirements, and
the tracking and noise rejection performance characteristics
suggest that the MTJ algorithm is a promising alternative
in applications where model-based controllers can not be
used due to computational limitations.
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