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ABSTRACT
The recent years’ progress in deep learning (DL) technology
has resulted in convolutional neural networks (CNNs) capa-
ble of producing fast and accurate results, with minimal data
preprocessing. Currently, gait analysis (GA) is attracting the
attention of the field of deep learning due to its seamless in-
tegration applicability. Our approach focuses on CNN-based
GA application on healthcare and orthopaedics. Using CNNs
and visual fiducial systems for recognition and 3D mesh re-
construction of the human form and the floor respectively, we
can virtually recreate the human-floor interaction, which can
be particularly useful in the study of gait dynamics, through
the per-frame gait phase classification. However, the current
state-of-the-art (SOTA) is that most CNN mesh reconstruc-
tion software produces a mesh from a monocular input. The
use of photogrammetry could alternatively be implemented,
but would require multiple cameras and expensive equipment.
Our approach aims to create a refined mesh obtained from
trinocular footage, along with an interactive and easy-to-use
interface.

1. INTRODUCTION

Traditionally, gait cycle parameters, such as the step and
stride duration, the ground reaction forces, etc., are captured
using pressure sensitive walkways or force-plates. Follow-
ing data collection, the data are imported and interpreted
using dedicated computer software for the study of the sub-
ject’s gait [1]. However, this process introduces some major
disadvantages, including limited portability, restricted mea-
surement area, high purchase and maintenance costs, invasive
nature (barefoot use), limited temporal resolution and lack
of contextual information (joint angles, body posture, muscle
activation, etc.). The use of motion capture (Mo-Cap) sys-
tems is usually combined with pressure sensitive walkways,
since it provides more contextual information (usually a full
body model) and has generally better temporal resolution.
But that comes at the cost of even higher costs of acquisition,
increased setup times and increased patient discomfort, since
the user has to be tailored with multiple Mo-Cap markers [2].

Recenty, significant progress has been made in the area of
deep learning (DL) with constantly evolving and expanding
databases [3]. This has provided new untapped opportunities

for detection, reconstruction and classification, making them
ideal for gait analysis application. However, the vast majority
of their implementation has been in the fields of sports [4],
and biometric identification [5] [6] [7] [8].

In this work, we focus on medical and orthopaedic gait
analysis leveraging DL. Our goals are: (a) to create a method
that is more versatile and descriptive than the SOTA tech-
niques, (b) to attain an equivalent level of accuracy as the fore-
mentioned alternatives, and (c) to minimize cost and patient
discomfort. Our method requires footage from 3 individual
low-cost cameras, and performs detection and 3D reconstruc-
tion of the captured scene’s gait-related elements, i.e., the hu-
man subject and the floor.

The foundational framework of the methodology relies
on the integration and functionality provided by ECON [9],
a research project focused on generating highly accurate rep-
resentations of clothed individuals by combining detailed
clothing models with human body scans. It integrates the best
properties of implicit and explicit representations, to infer
high-fidelity 3D humans from in-the-wild images, even with
loose clothing or in challenging poses. However, even though
ECON can produce results of high quality and adequacy from
monocular footage, it is not uncommon for the object’s op-
posite side to the camera to sometimes look uncanny. Other
fundamental component of this project’s framework is the
utilisation of AprilTags [10] for floor detection, and the ICPA
algorithm [11].

The golden standard of 3D reconstruction from 2D images
is photogrammetry, for its ability to deliver high accuracy re-
sults. However, in the field of gait analysis, its strengths are
out-weighted by its weaknesses like camera setup and cal-
ibration needs, sensitivity to subject movement and marker
placement, high computation costs etc., which render pho-
togrammetry, in its current state, an almost infeasible way to
perform gait analysis.

On the contrary, neural network trinocular vision offers a
simplified setup, with marker-less analysis and occlusion han-
dling capabilities, while maintaining lower computational and
monetary costs. Our methodology’s objective is to accom-
plish all of the above, while achieving results directly compa-
rable to those of photogrammetry.

Lastly, this method offers high portability making it opti-
mal for patients with limited mobility. It operates in a non-



intrusive and even contact-less manner, which is highly desir-
able and ensures greater convenience, comfort, and safety for
the patients under analysis.

2. METHOD

The necessary equipment that comprises our setup is a set
of 3 RGB camera devices for video footage capture, the
tags needed to capture the floor information and a laptop
computer, for post-processing. The tags are placed in an
orthogonal configuration that represents the edges of the
walking area-plane as shown on Fig.1, which presents our
testing setup and equipment used.

Fig. 1. Setup. The tag positions are annotated in blue colour.
Cameras (1), (2) and (3) are annotated in yellow, red, and
green respectively.

By splitting the video footage captured from each camera
into individual frames and importing them into the AprilTag
detection software, we can perform floor detection and 3D
reconstruction for the floor element of the scene, based on the
tag placement. We then export this information with relation
to a specific camera as a point of reference. The same frames
are imported to ECON, where they are processed to generate
3D reconstruction of the human in the scene and to obtain
information about the SMPL-X body model [12] that is used
to express its spatial and temporal information.

The next step is to align the three 3D human meshes that
are produced from the frames and correspond to the same time
instant. The orientation process, preferably to the same point
of reference as the floor from the former task, is performed
using the ICPA. For better alignment results, we initially im-
plement the transformation matrices of all the incorporated el-
ements of the setup and scene, performing a first rough align-
ment and subsequently using the ICPA, to fine-tune and refine
the alignment. We then perform a Poisson reconstruction, fus-
ing them into one solid element that represents the collective
mesh of all camera views for the corresponding time frame.

By using the Blender 3D computer graphics software, we
combine the human and floor elements, recreating the cap-

tured scene in 3D space. Utilizing the Blender Python API
to automate the whole process for x iterations, we can recon-
struct the entire video sequence in a high fidelity 3D anima-
tion. Tasks like masking the foot’s regions, performing col-
lision detection with colour or/and text activation, making an
educated guess on which phase of the gait cycle the subject is
in, extracting information about the joint angles, the ground
force, etc. and many other clinical oriented features can then
be performed. Our framework is summarized in Fig.2.

Fig. 2. Flowchart. The camera footage is processed sepa-
rately in order to obtain the human and floor meshes. The
combined product of these for multiple spatial iterations re-
sults in a 3D animation of the elements

3. DISCUSSION AND RESULTS

3.1. Relation to prior work

The framework presented here expands on the work of ECON
[9], by introducing a trinocular application. While the ECON
project focuses exclusively on monocular footage results, our
implementation employs 3 separate monocular footages’ re-
sults into a single one, with refined qualities, using the ICPA
[10].

3.2. Initial results

We demonstrate the results of the steps from our approach on
trinocular detection and 3D reconstruction in Fig.4 through



Fig. 3. ECON results. The first row is comprised of the input
images. The second row is comprised of the SMPL-X fitted
models. The third row is comprised of the output objects

Fig.7. The input images are used to determine the shape pa-
rameters of the SMPL-X models used to capture the human
actor’s physique. These models are enhanced with the actor’s
features and turned into point clouds (PCs). Subsequently,
they are aligned with each other, through designating one as
fixed and transforming the others relative to it. One can see
the results of the rotation in Fig.5, first relative to their ini-
tial position individually and also with relation to each other.
These PCs are then fused into one single mesh that better en-
capsulates the 3D information of the actual human actor. By
separating the video footage into its individual frames and
performing this pipeline for each set of frames that refer to
the same time period we can obtain the corresponding mesh
for each one of them.

3.3. Limitations

The majority of our results’ limitations migrate from ECON
[9]. Recovering body pose information using ECON is still
an open problem. This could lead to ECON failures, like bent
legs, artifact stitching or wrong thickness depictions. As the
generated data is getting sufficiently realistic, their domain
gap with real data will be significantly narrowed, resulting in
the elimination of such limitations.

The background of the setup should be as uncluttered and
uniform as possible. On the other hand, the human actor
should avoid clothing that is long, dark and/or uniform, since

Fig. 4. Object to PC Transformation. The generated PCs of
each camera (1,2,3) perspective annotated with the respective
colours (yellow, red, green).

Fig. 5. ICPA results. On the left we see the initial (green) and
final (pink) position of the PCs from Camera (3). On the right
we see the initial (red) and final (cyan) positions of the PCs
from Camera (2).

it disrupts joint and on-body-shadow visibility. Background
or clothing patterns or colours that obscure the human ac-
tor’s outline should also be avoided. It’s also recommended
to avoid using as input footage with motion blur, occlusions
and hard shadows, since it can severely affect the final result.
Furthermore, there is a limit to the possible camera resolu-
tion that can be used as input. However, this comes with a
beneficial trade-off in terms of lower costs and computational
sources, as well as improved portability.

Finally, footage captured from very tilted camera posi-
tions, often results in high artifact and joint angle variance
amongst the meshes, due to depth ambiguity.

3.4. Future work

Due to the innovative character of the proposed pipeline, its
apparent that there is still significant room for refinement



Fig. 6. ICPA results. Left: the alignment of the PCs from
all cameras BEFORE THE ICPA. Right: the alignment of the
generated PCs from all cameras after the ICPA.

Fig. 7. Poisson Reconstruction. Different views of the fused
resulting mesh produced from the Poisson reconstruction of
the aligned meshes.

and optimization. Fig. 8 (a-d) presents an overview of the
method’s current shortcomings. A major aspect that could be
improved is the optimization of the trinocular vision setup,
and of the way in which the reconstructed 3D meshes from
each of the three cameras are integrated into one. Future
work could include the development of a novel CNN that
builds a correspondence relationship across different models.
By incorporating constraints like shape and pose consistency
into an energy function we could perform geometry inference
across our trinocular input, resulting in a much higher quality
and accuracy final mesh. Note that programs like PIFu [13]
and PaMiR [14] demonstrate results from a multi-image in-
put. However, given ECON’s monocular input reconstruction
superiority to these programs, we expect improved results
from the integration of trinocular input to the ECON frame-
work.

Another area of improvement, could be the refinement
of the capturing technique introduced in our pipeline. Hard
shadow artifacts could be eliminated directly with better lit
setups with direct but ambient lighting, or computationally,
with foot shape evaluation modules. Self-occlusions and ob-
ject outline obscurities could be addressed with an implemen-
tation of robust human pose and shape estimation methods.

(a) Occlusions and Patterns (b) Cluttered Background

(c) Uniform and Dark Clothing

(c) Inconsistent Lighting (b) Hard Shadows

Fig. 8. Limitation Examples

PARE [15] has already demonstrated such results, but only
for SMPL models.

Although ECON provides very accurate capturing of
the subject’s clothing, sometimes this can work counter-
productively. Introducing a dataset of more simply dressed
individuals, and training the neural network to predict the
shape of a human regardless of their clothing could substan-
tially improve the robustness to variations, and potentially
even background elements.

4. CONCLUSION

The field of medical gait analysis holds substantial promise
for advancements through the integration of 3D computer vi-
sion. Our methodology provides a trinocular application, uti-
lizing the potential of deep neural networks. It achieves an ef-
fective detection and three-dimensional reconstruction of the
human-floor interaction for each time frame, and incorporates
all the time frames into a 3D animation sequence. Using this
sequence and dedicated modules, it aims to facilitate the ex-
traction of information about gait for medical professionals.
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