
  

  

Abstract— Gait analysis plays a vital role across numerous 
scientific domains, typically relying on marker-based or 
markerless motion capture (MoCap) techniques. Recent 
advances in deep learning (DL), particularly in human mesh 
generation, have greatly enhanced markerless methods. 
However, poor camera placement often degrades mesh quality. 
This paper introduces a DL-based framework for accurate 
human mesh reconstruction using avatar reconstruction 
algorithms (ARAs). Leveraging a simulated environment, our 
method [1] systematically determines the optimal number and 
placement of cameras. Mesh quality is further refined through 
alignment, evaluation, and surface reconstruction to eliminate 
artifacts. We also present a simulation- and reality-tested gait 
analysis tool that detects gait phases, extracts key joint angles, 
and animates the gait cycle in 3D. This open-source framework 
is adaptable and suited for diverse gait analysis applications. 

I. INTRODUCTION 
Recent advances in computer vision and deep learning (DL) 
have enabled accessible gait analysis via human avatar 
generation from RGB images, mainly for AR/VR applications 
[2, 3]. However, results are highly sensitive to camera 
placement, with suboptimal angles producing poor meshes and 
inaccurate stance detection [4]. This work presents a novel, 
open-source approach for gait analysis utilizing DL-based 
ARAs to produce robust results that are significant to the 
motion analysis community. 

II. METHODOLOGY 
Our methodology is based on the following key steps: (a) 
Simulation-based Camera Placement Optimization: A 
simulated environment is employed to produce a naturally 
moving digital actor, who is recorded by the simulated MoCap 
system. The videos are used to produce 3D meshes, whose 
quality is maximized via the optimization of the camera setup, 
(b) Avatar Reconstruction: ECON is utilized to generate 
detailed and realistic human avatars from monocular RGB 
input, facilitating markerless motion capture. (c) Mesh 
Quality Assessment: Reconstructed meshes are quantitatively 
evaluated using the mean cloud-to-cloud (C2C) distance 
metric, offering an objective measure of geometric accuracy 
relative to ground-truth models. (d) Novel Evaluation 
Indices: Two metrics are introduced-Attainable Improvement 
Index (AII) and Attainable Deterioration Index (ADI)-to 
quantify the expected enhancement or degradation in mesh 
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quality due to changes in camera configurations. (e) Modular 
Processing Pipeline: This framework includes sequential 
modules for data initialization, video processing, integration of 
the avatar reconstruction algorithm (ARA), mesh post-
processing and optimization, and final visualization and 
animation via Blender. 
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Figure 1 High-quality meshes produced by the camera selection framework. 

III. RESULTS 

Among the parameters of high scientific relevance in gait 
analysis are the joint angles of the hip, knee, and ankle. These 
angles are computed based on anatomically defined landmarks 
on the leg and foot. Fig. 2a & b illustrates the joint angle 
trajectories obtained from ECON keypoints, compared against 
population-average trajectories reported in [32]. The 
experimental results fall within the expected range for the 
reference dataset. Changes in the foot contact area indicate 
phase-changing events and can, therefore, be utilized for phase 
detection (Fig. 2c). The phases are separated by six events: 
Initial Contact (IC), Foot Flat (FF), Heel Rise (HR), 
Contralateral IC (CIC), Toe Off (TO) & Feet Adjacent (FA). 
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Figure 2 (a & b) Joint trajectories of the left and right legs as obtained from 
our framework, compared to database averages obtained from [5] (c) The 
percentage of the footprint in contact with the ground. The phase-changing 
events are highlighted in red. 
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